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Ten percent to 15% of glucose used by the brain is metabolized
nonoxidatively despite adequate tissue oxygenation, a process
termed aerobic glycolysis (AG). Because of the known role of
glycolysis in biosynthesis, we tested whether learning-induced
synaptic plasticity would lead to regionally appropriate, learning-
dependent changes in AG. Functional MRI (fMRI) before, during,
and after performance of a visual–motor adaptation task demon-
strated that left Brodmann area 44 (BA44) played a key role in adap-
tation, with learning-related changes to activity during the task and
altered resting-state, functional connectivity after the task. PET scans
before and after task performance indicated a sustained increase in AG
in left BA 44 accompanied by decreased oxygen consumption. Inter-
subject variability in behavioral adaptation rate correlated strongly
with changes in AG in this region, as well as functional connectivity,
which is consistent with a role for AG in synaptic plasticity.

aerobic glycolysis | long-term potentiation | learning |
long-term depression | PET

The resting brain’s energy needs are supported almost entirely
by the metabolism of glucose to carbon dioxide and water (1).

The first step of this process, glycolysis, requires no oxygen
whereas the second step, oxidative phosphorylation, does. In the
normal adult human brain, 10–15% of the glucose never reaches
the second step—it is shunted away from oxidative phosphory-
lation despite the presence of adequate oxygen (2–5). This
process is commonly referred to as aerobic glycolysis (AG).
Several roles for AG have been identified, including bio-

synthesis (for recent reviews, see refs. 6–8), the regulation of
cellular redox states (9, 10), the regulation of apoptosis (11), the
provision of ATP for membrane pumps (12–14), and the regulation
of cell excitability (15, 16). More recently, similar functions of AG
have been observed in the posttranscriptional control of T-cell ef-
fector function (17, 18), an observation now extended to the
microglia (19), where it is associated with an activated state related
to inflammation as well as synaptic pruning.
In the developing human brain, at a time when synaptic

growth rates are highest (approximately age 10), total glucose
consumption is twice that of the adult, and 30% of that glucose
consumption is AG (a recent summary of this early literature is
contained in ref. 20), suggesting an important role in brain de-
velopment. Another remarkable feature of AG in the adult hu-
man brain is that it varies regionally (21): nearly 25% of resting
glucose consumption in the medial prefrontal cortex is AG
whereas AG constitutes as little as 2% glucose consumption in
the cerebellum and medial temporal lobes. Correlation of these
regional data with regional gene expression in the adult human
brain revealed increased gene expression typical of infancy (i.e.,
neotony) that is related to synapse formation and growth (20).
Further supporting the link between AG and plasticity are find-

ings demonstrating that lactate, released by astrocytes and taken up
by neurons, is critical for memory formation. Neuronal uptake of
lactate changes the intracellular redox balance in such a way that
glycolytic intermediates are shifted away from oxidative phosphory-
lation and into biosynthetic roles (for a review, see ref. 22). Blockade
of astrocyte-produced lactate (23, 24) disrupted memory formation

in rats performing a spatial memory task. Infusion of lactate into the
hippocampus improved memory performance (23) and promoted
expression of plasticity-related genes (25).
The only direct, human in vivo test of the hypothesis that AG

may support learning-associated synaptic plasticity comes from
the work of Madsen et al. (26). In their research, they used the
classic Kety–Schmidt technique for the quantitative measurement of
whole brain blood flow and metabolism (27), before, during, and
after the performance of a challenging cognitive task [the Wisconsin
Card Sorting Test (28–30), which exhibits a significant learning
component (31–33)]. During task performance, they observed an
increase in whole brain blood flow, glucose consumption, and lac-
tate production, but no increase in oxygen consumption. Thus, as
expected (34–36), the task-induced increase in glucose consumption
represented a net increase in AG. After completion of the task,
blood flow and lactate production returned to control values, but
glucose consumption (i.e., AG) remained elevated until the exper-
iment was terminated 40 min after completion of the task.
Several observations are noteworthy in the work of Madsen

et al. (26). During task, the parallel increase of blood flow,
glucose use, and lactate production, in the absence of a change in
oxygen consumption, are expected and consistent with prior
work (reviewed in ref. 37; see also refs. 5 and 35) and also
consistent with views positing a cooperative relationship between
astrocytes and neurons driven by the need to recycle glutamate
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(38). However, the persistence of glucose use after task perfor-
mance was unexpected, as was the dissociation of glycolysis from
both lactate production and blood flow. Importantly, the re-
gional specificity of these findings (26) is unknown because the
measurement technique (39) reflects whole-brain metabolism.
Our objective was to explore the regional specificity of these

metabolic observations (26) and to determine their relationship
to task-induced activations as well as to potential changes in pre-
vs. posttask resting-state functional connectivity. Specifically, we
set out to test whether performance of a motor adaptation task
and attendant synaptic plasticity would alter posttask regional
AG in a manner consistent with task-induced synaptic plasticity.
The classic “prism adaptation” experiment (ref. 40, pp. 61–62)

exemplifies our motor adaptation paradigm: Well-learned sen-
sory–motor transformations are perturbed, generating large er-
rors on a motor task. After a relatively short period of practice, a
process of spatial realignment takes place and reduces errors to
near baseline (41). Underlying learning and adaptation is syn-
aptic plasticity (42, 43). Experience-dependent plasticity fre-
quently induces the synthesis of new synaptic components, as
well as the remodeling and removal of existing components. We
posited that these changes would be associated with task-specific
regional changes in glycolysis after the adaptation experience.
We used a multimodal strategy, including PET, task-based

functional MRI (fMRI), and resting-state functional connectivity
fMRI (fcMRI) to investigate the functional and metabolic effects
of regional synaptic plasticity in the human brain.

Results
Subjects. Forty-six healthy, right-handed, neurologically normal
participants were recruited from the Washington University com-
munity (24 women; mean age for all subjects was 24.4 y). Data from
the PET experiments come from a subgroup of 18 subjects. These
subjects were scanned using PET before and after performing
the motor adaptation task. No fMRI data were obtained on
these subjects.
The remaining 28 subjects did not participate in PET scans.

We scanned these subjects using fMRI during task performance
and also obtained resting-state fMRI scans before and after task.
To follow-up on the results from these initial experiments, we
further analyzed diffusion tensor imaging (DTI) data from 30
healthy young adults, previously published in Siegel et al. (44).

Overview. We asked subjects to perform an out-and-back reaching
task using an MR-compatible stylus and tablet and a visual display
screen. In one-half of the subjects, we covertly and gradually im-
posed a rotation on the mapping between the stylus and the display
screen. Because subjects were unaware of this rotation (45), this
paradigm allowed us to study neural correlates of motor adap-
tation without contamination from conscious strategic adjust-
ments to motor performance (46). We acquired blood oxygen
level-dependent (BOLD) fMRI during task performance, as well
as at rest before and after the task. We obtained PET mea-
surements of blood flow and glucose and oxygen consumption
and, from the latter two, computed AG (see Methods for details)
before and after task performance. Both PET and fMRI results
indicated that a region in left Brodmann area 44 (BA44) played
an important role in motor adaptation. Activity within the region
during task performance was strongly affected by both learning
and covert rotation. BA44 showed reductions in resting-state
functional connectivity with V1 after task performance on the
rotation arm of the study. The magnitude of these reductions was
stronger in subjects who made larger errors during the task. DTI
results indicated that these two regions were connected by a
single, direct, white-matter bundle. BA44 exhibited both an in-
creased AG and decreased oxygen consumption after task per-
formance in the rotation group. Significant metabolic changes in
the opposite direction occurred in the control group.

Task Performance. Subjects performed an out-and-back reaching
task using an MR-compatible tablet and stylus (Fig. 1 A and B).
Stylus movements were projected to a screen visible to the sub-
jects. In each trial, a center circle was projected to the screen,
along with eight equally spaced peripheral circles. One of the
peripheral circles would flash, and subjects would move the
stylus to that circle and back to the center.
Task accuracy was assessed for each out-and-back movement

by calculating peak-speed directional error. We identified the

Fig. 1. Task and performance. (A) Subjects made out-and-back movements
between a central circle and eight peripheral circles. Thin blue lines repre-
sent one subject’s movements over the course of one BOLD run. (B) For one
group of subjects, a counterclockwise rotation was imposed on the trans-
formation between stylus and the images projected to the screen. This effect
is shown for the 45° rotation case. The curved trajectories illustrated in A are
generated by correction under visual feedback after the initial excursion. (C)
Rotations of increasing magnitude were imposed over time after an initial
period. Subjects were divided into rotation (ROT) and control (CTRL) groups.
The ROT group performed three BOLD runs with no rotation. Rotation was
then imposed in step-wise 15° increments up to 60°. Rotation was then held
at 60° for two final BOLD runs. No rotation was imposed for the CTRL group.
(D) Behavioral performance adapted to the imposed rotation. Thin lines repre-
sent the absolute directional error averaged across all subjects for that trial
number and rotation condition. Thick lines represent best-fit exponential curves.
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moment at which the stylus was moving with peak speed, and
calculated the directional error at that moment (the difference in
degrees between the stylus’s actual movement and a straight line
directly to the target) and defined that as the mean directional
error (MDE).
Subjects were divided into two groups, the rotation (ROT)

group, and the control (CTRL) group. Both groups performed
two runs of task with no imposed rotation (preadaptation runs).
Then, for the ROT group, we covertly imposed a rotation be-
tween subjects’ actual stylus movements and what was projected
on the screen. That is, if subjects made a straight up-and-down
movement, the projected result would be rotated clockwise.
Correction under visual feedback characteristically generated a
counterclockwise-curved trajectory (Fig. 1B). Rotation was im-
posed in 15° increments over the course of the experiment to a
maximum of 60° (Fig. 1C). After adaptation to 60°, ROT subjects
performed two more runs of task with constant 60° rotation
(postadaptation runs). The CTRL group performed the same
number of task runs with no imposed rotation.
Subjects adapted their movements to correct for the imposed

rotation. Trajectory error (see Methods for details) decayed in an
approximately exponential manner (Fig. 1D). After an increase
in imposed rotation, accuracy improved quickly over early trials,
but reached an asymptote after ∼50 trials. The error level when
performance reached asymptote systematically increased with
increasing rotation; residual error in 60° rotation trials was
substantially larger than in 0° rotation trials. Thus, subjects
achieved only partial adaptation.

Brain Activity During Task Performance. Using the fMRI data
obtained during task performance, we sought to identify the task-
related activity that gave rise to the observed changes in brain
metabolism after task performance. We first combined data
across groups and conditions and identified brain regions with
significant fMRI responses (n = 28; Z > 3.0, cluster >17, Monte
Carlo-corrected). Peak foci were located in the visual cortex,
right parietal cortex, left premotor/supplementary motor, and
left motor cortex, consistent with performance of a visual–motor
task (Fig. 2). Notably, this activity included much of the BA44
region identified in the PET data.

Effects of Imposed Rotation on Task-Evoked Activity. To identify
brain areas likely contributing to motor adaptation during the
task, we searched for regions whose activity evolved differently
between the ROT vs. CTRL groups as well as the beginning vs.
end of training. Mathematically, we calculated the time × pre/
post × group interaction ANOVA of the event-related re-
sponses. This ANOVA identified small portions of the left
temporo-parietal junction, left lateral temporal lobe, and, most
prominently, a large portion of left BA44, extending into BA45
(Fig. 3).

Special Role of BA44. Left BA44 was independently identified in
three separate analyses. The overlap between metabolism changes,
main effect of task, and changes in activity after imposed rotation
is shown in Fig. 3. Time course analysis of task-evoked responses
in BA44 revealed a significant task-evoked response in the pre-
training condition for both groups. This activity was maintained in
the posttraining condition in the ROT group; however, in the
CTRL group, post-training activity returned to baseline (Fig. 3D).

Functional Disconnection Between BA44 and V1 After Imposed Rotation.
Resting-state fMRI scans were obtained in all subjects before and
after task performance. Having identified the changes in glycolysis
and task-evoked BOLD responses in BA44 (Fig. 3), we performed
exploratory analyses to test whether BA44 also exhibited changes
in functional connectivity. Using the BA44 region identified in the
PET experiment as a seed, we performed a whole-brain paired t

test in the ROT group to search for regions whose correlations with
BA44 changed after task performance. This procedure identified a
single region, in left primary visual cortex (V1), whose correlation
with BA44 was reduced (Fig. 4A) ( P < 0.01; corrected for multiple
comparisons). In the ROT group, the two regions were correlated
at r = 0.05 before the task, which changed to −0.08 after the task. A
region comprising contralateral V1 also showed a trend toward a
similar reduction, but this contralateral region did not survive
multiple comparison correction.
We next performed a post hoc paired t test in the CTRL

group comparing the BA44:V1 correlation before and after task
performance (Fig. 4B). These regions’ correlations were not
significantly different in the CTRL group. Because the V1 re-
gion was defined on the basis of data from the ROT group, we
were not able to perform an unbiased comparison of the effect
size between groups.
To investigate the spatial specificity of the training effect on

BA44:V1 functional connectivity, we defined regions of interest
in visual, motor, and parietal regions based on the main-effect-
of-task ANOVA. BOLD time series correlations were calculated
between each pair of regions, and paired t tests were performed
to test for changes after training. No other correlations were sig-
nificantly different after multiple comparisons correction for either
the ROT or CTRL group (Fig. 4C). Thus, the training effect on
BA44:V1 functional connectivity seems to be spatially specific.

fcMRI Relation to Errors. Covertly imposed rotation, of necessity,
induces performance errors. Therefore, mean directional errors
(MDEs) in the ROT group were substantially larger than in the
CTRL group. Because such errors are critical to motor adapta-
tion, we investigated the relation between performance accuracy
and BA44:V1 functional connectivity in each participant (Fig. 5).
Although all ROT subjects showed reduced BA44:V1 correla-
tions, some CTRL group subjects with very low error rates ac-
tually increased this correlation. Across the CTRL and ROT
subjects, we observed a negative correlation: Larger errors were
significantly associated with a stronger reduction in BA44:V1
functional connectivity (r = −0.37; P < 0.05). Crucially, this re-
lationship held even in the CTRL subjects alone (r = −0.52; P <
0.05), indicating that this effect is not simply a consequence of
artificially imposed screen-stylus remapping.

Structural Connections Between BA44 and V1. We tested whether
direct white-matter connections existed between our two regions

Fig. 2. Regions recruited during task performance. A main-effect-of-
task ANOVA indicates brain regions whose functional activity varies as a
consequence of task performance. As expected, motor-, vision-, and atten-
tion-related regions are recruited. The image is thresholded at P < 0.01,
multiple-comparison corrected.
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of interest. We analyzed diffusion tensor imaging (DTI), obtained
from a separate group of 30 healthy younger adults (data previously
published in ref. 44). Tracts were measured with conventional
methods (47), using V1 as the start point and BA44 as the end
point. We found that V1 and BA44 are directly connected via ro-
bust white-matter tracts (Fig. 6). Tracts were observable in 29 of the
30 subjects.

Error-Evoked Activity. The results presented above show that
functional connectivity patterns in the brain change from base-
line after task performance. To understand the specific aspects
of task performance that contribute to these changes, we mea-
sured error-related changes in BOLD activity during the task.
We adjusted our task general linear model (GLM) to include the
mean directional error (MDE) for each fMRI frame, with a two-
frame lag to allow for hemodynamic response delay of the fMRI
BOLD signal. This analysis identified regions whose activity
correlated with directional error magnitude on a trial-by-trial
basis (Fig. 7A). The observed correlations were relatively small
(averaged over all subjects, the maximum r value was 0.037);
however, the effects were consistent across subjects, and a ran-
dom-effects analysis identified several regions whose correlations
survived Monte Carlo multiple-comparison correction. The map
of error-related activity closely resembled the main-effect-of-task
result. Essentially, then, trials with large directional errors
recruited similar sets of regions as did task performance as a
whole, but with a greater magnitude. Notably, this map includes
both BA44 and V1. A hypothesis-driven test of BA44 indicated
that it showed increased activity proportional to error magnitude
(Fig. 7B).

Metabolism. We measured regionally the cerebral blood flow
(CBF), the cerebral metabolic rate of oxygen (CMRO2), and the
cerebral metabolic rate of glucose (CMRGlu) with PET before
and after motor adaptation learning. We tested for regional task-
induced changes, with a particular focus on AG, which is mea-
sured via the molar ratio of oxygen consumption to glucose
utilization. A ratio of 6 indicates that all glucose is metabolized to
carbon dioxide and water via oxidative phosphorylation. Impor-
tantly, pretask PET scans showed no differences in regional

measurements of metabolism or blood flow between the ROT
and CTRL groups (Fig. S1).
We hypothesized that the neural changes underlying motor

adaptation would lead to a change in AG in motor-related regions.
Thus, we expected to see changes in AG after task performance in
the ROT group but not the CTRL group. Statistically, we assessed
this hypothesis by performing a whole-brain voxel-wise repeated-
measures two-factor ANOVA, with the two factors being task
state (pre or post) and group (ROT or CTRL). Resulting maps
were converted to equally probable Z-maps and thresholded at P
< 0.0001 (n = 18, Z > 4.4, cluster >99 voxels) according to pre-
viously described methodology (48, 49). This analysis identified a
single region in left BA44 (Fig. 8A), which exhibited an increase
in AG after task performance in the ROT group and, un-
expectedly, a significant reduction in the CTRL group (Fig. 8B).
We then extracted CBF, CMRO2, and CMRGlu in this region
for all subjects and conditions and performed post hoc statistical
comparisons. In the ROT group, the increase in AG resulted
from both a reduction in oxygen consumption and an increase in
glucose utilization (Fig. 8B). In the CTRL group, AG was de-
creased in association with an increase in CMRO2 and CBF
when the latter two measures were compared with the ROT
group. Our whole-brain regional analyses revealed no other
significant effects of motor adaptation on CBF, CMRO2, or
CMRGlu (Fig. S1).
ROT subjects exhibited substantial variability in their mean

direction error (MDE) in response to imposed rotation. Criti-
cally, subjects’ mean MDEs correlated strongly with changes in
AG in BA44 (Fig. 8C). ROT subjects with larger MDEs showed
larger increases in AG. In this analysis, CTRL subjects had lower
MDEs and a reduction in AG. Overall, both AG (Fig. 8C) and
resting-state functional connectivity (Fig. 5) were significantly re-
lated to MDEs (i.e., higher MDEs were associated with increased

Fig. 3. Brodmann area 44 is closely involved inmotor adaptation. (A) Increased
AG in this area after task performance and imposition of covert rotation. (B)
Main-effect-of-task ANOVA revealing regions that were recruited during the
task. Post hoc t tests indicated that all regions in orange increased their activity
during task performance. (C) Interaction of time-by-task-by-group. This analysis
identifies regions whose activity changed between the beginning and the end
of the task (runs 1–2 and runs 8–9), and for whom the change differed between
ROT and CTRL groups. (D) Overlap of A, B, and C reveals a region in left BA44.
(E) Task-related time courses of activity in BA44 for the CTRL and ROT groups
during pre- and posttraining scans.

Fig. 4. Changes in premotor functional connectivity after task perfor-
mance. (A) A whole-brain voxel-wise paired t test was performed to identify
regions whose functional connectivity to left premotor cortex (yellow) was
altered after task performance. A region in left V1 (red) shows a reduction in
functional connectivity. (B) The premotor-V1 fcMRI change was specific to
the ROT group. Correlation was reduced in the ROT group (**P < 0.01). Error
bars represent SEM. (C) Correlations between eleven other task-recruited
regions were calculated before and after task performance. The color of
each square indicates the pairwise r value between the indicated regions.
Very little difference is seen; no changes were statistically significant. The
image shows pooled values including both ROT and CTRL groups; individual
groups also did not show any significant changes.
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AG and decreased functional connectivity whereas lower MDEs
were associated with decreased AG and increased functional
connectivity).

Discussion
Overview. Our findings have led us to posit that the motor ad-
aptation task we used induced Hebbian-like changes within the
synaptic architecture of BA44 after task performance [long-term
depression (LTD) in the ROT subjects and long-term potentia-
tion (LTP) in the CTRL subjects]. Given our constellation of
findings, we posit that the increase in aerobic glycolysis in the
ROT group may well reflect, in part, synaptic pruning associated
with LTD involving the action of activated microglia. The following
discussion presents the evidence that led us to this view. We begin
with a discussion of unique features of BA44 as revealed by fMRI
and close with PET metabolic features of BA44.

Functional Magnetic Resonance Imaging. Despite being only one
among many areas involved in task performance (Fig. 2) and
only one of many areas sensitive to error-related task perfor-
mance (Fig. 7), BA44 alone exhibited changes in resting-state
functional connectivity and metabolism after task performance.
BA44 is located immediately anterior to the ventralmost aspects
of the motor homunculus. It is frequently classified as part of
Broca’s area, which is most closely associated with language
generation (50–52) and the brain’s language networks (53).
However, this region is not exclusively recruited by language
tasks. A wide range of fMRI experiments report recruitment of
BA44 during a variety of difficult motor tasks (for review, see
refs. 52 and 54). Fadiga et al. (54) suggest that BA44’s role in
language generation, which depends heavily on the precise co-
ordination of lip, tongue, and diaphragm movements, is evolu-
tionarily rooted in its role in performing complex motor tasks.
Thus, it is not surprising that BA44 might show extensive in-
volvement in the brain’s adaptation to the visual–motor adap-
tation task. That an area of cerebral cortex should be involved
early in the learning process is consistent with recent work by
Bero et al. (55).
In the present experiment, left BA44 was recruited in both the

ROT and CTRL groups (all right-handed) early in the training
period. The CTRL group ultimately performed hundreds of out-
and-back movements under consistent visual–motor feedback; in
these subjects, fMRI responses in BA44 markedly attenuated by

the end of training. In contrast, the ROT group was subjected to
progressively incremented stylus-screen rotational mismatch. In
these subjects, fMRI responses in BA44 were maintained throughout
the training period.
Notably, BA44 behaves similarly when subjects perform lexical

tasks in which the response is not automatic. During a “verb-
generation” task in which subjects were presented with a com-
mon English noun and asked to generate an appropriate verb,
left BA44 was strongly recruited when subjects first began the
task. After extensive practice with the same list of nouns, re-
cruitment of BA44 returned to baseline (56). Introduction of a
novel list of words again recruited BA44. This result suggests that
BA44 may be uniquely involved in high-level adaptive processing
in response to performance of difficult novel tasks.
Performance of our out-and-back motor adaptation task relied

heavily on communication between visual and motor systems.
When this communication fails to produce accurate trajectories
on the screen, whether because of experimenter-induced error or
natural error as in our CTRL group, visual–motor communica-
tion is altered. Behavioral feedback in this case seems to occur
nonconsciously to shape interregional relationships. Perhaps the
most attractive explanation for the reduction in the strength of
correlated spontaneous activity between BA44 and V1 in the
ROT group is that it represents a weakening of synaptic trans-
mission between BA 44 and V1 in the face of antecedent, task-
evoked, presynaptic activity from V1 that failed to consistently
correlate with postsynaptic activity in BA44. In other words, as
the input from V1 continually failed to provide a correct,
adaptive motor response, the brain reduced information transfer
from that region. Theories of synaptic plasticity (57) as well as
direct neurophysiological observations (58, 59) are consistent
with our view.
It is important to note that CTRL subjects with the lowest

error rates actually exhibited an increase in resting-state function
connectivity, suggesting that change in resting-state functional
connectivity may reflect Hebbian-like processes [i.e., long-term
potentiation (LTP) and long-term depression (LTD); for re-
views, see refs. 60–62] in which the outcome reflects a change in
the balance between strengthening (LTP) and weakening (LTD)
of synaptic relationships (63).
Our metabolic data, discussed below, indicated that the task-

induced synaptic remodeling was confined to BA44. Contem-
poraneous with this remodeling, the task-evoked BOLD signal in
BA44 remained elevated throughout the task in the ROT group.
Previous work (56) has shown that activity in BA44 increases in
response to novel or challenging stimuli, consistent with our
observations. It is likely that visual cortex is just one of many brain
regions providing input to BA44, in addition to the extensive local,
internal connections found throughout the cortex. We believe a
reduction of one of these inputs was not sufficient to noticeably
change the measured BOLD signal in the region. More speculatively,

Fig. 5. Premotor-V1 functional connectivity changes depend on subject
error rates. The scatter plot shows each subject’s mean directional error
against that subject’s posttask minus pretask change in premotor-V1 func-
tional connectivity. The relationship across all subjects is significantly nega-
tive (black bar), as is the relationship in the CTRL group alone (blue bar).

Fig. 6. White-matter tracts connecting V1 and BA44. Tract-tracing analysis
was performed using DTI on a separate group of 30 healthy young adults.
The resulting consensus tract (red) between the two regions (blue) is shown
in dorsal, lateral, and posterior-oblique views.

E3786 | www.pnas.org/cgi/doi/10.1073/pnas.1604977113 Shannon et al.

D
ow

nl
oa

de
d 

at
 P

al
es

tin
ia

n 
T

er
rit

or
y,

 o
cc

up
ie

d 
on

 D
ec

em
be

r 
13

, 2
02

1 

www.pnas.org/cgi/doi/10.1073/pnas.1604977113


www.manaraa.com

it is possible that the ongoing activity seen in BA44 was itself a cause
of the remodeling—that some aspects of this activity derived from
neural signaling that guided synaptic changes.
Extensive work has investigated the significance of correlated

fluctuations in spontaneous BOLD activity. One hypothesis ar-
gues that functional connectivity results from a lifetime history of
coactivation of different brain regions (64). In the adult brain,
the organization of spontaneous correlated activity broadly
mirrors the topography of task-evoked responses (65–68). This
conjunction suggests that Hebbian mechanisms arising in the
context of spontaneous activity may dynamically shape rela-
tionships within and among functional networks, a hypothesis
that receives support from direct neurophysiological observa-
tions (for example, see ref. 59). We review, briefly, evidence in
support of this hypothesis from fMRI BOLD imaging studies of
resting-state spontaneous activity.
Studies of functional connectivity after motor training or other

forms of learning provide evidence for the adaptive nature of
resting-state BOLD functional connectivity. For example, Ste-
vens et al. (69) reported stronger coupling between the inferior
frontal gyrus and face-preferential areas of the visual cortex after
a face-recognition task, as well as stronger coupling between the
inferior frontal gyrus and scene-specific visual areas after a
scene-recognition task. Ma et al. (70), using independent com-
ponent analysis after extended motor-sequence learning, showed
increased strength in three motor-related components, which
tracked behavioral improvement. A recent study by Mackey et al.
(71) reported strengthened correlations between frontal and
parietal attention and control regions in subjects who completed
a lengthy preparation course for a law-school entrance examination.
These studies reflect processes focusing on the strengthening of
extant skills or the acquisition of an entirely new skill.

Other work reveals more complex task-induced changes in
resting-state functional connectivity. Lewis et al. (72) trained
subjects on a perceptual discrimination task. Task performance
recruited a variety of regions, including early and late visual
cortex and the frontal eye fields (FEFs), while reducing activity
in the default-mode network (DMN). Functional connectivity
was shown to decrease between early visual cortex and FEF,
while increasing between higher order visual cortex and the
DMN. Using a motor adaptation task, Vahdat et al. (73)
reported a mixture of strengthened and weakened correlations
between several motor-related regions after motor adaptation
task training. Finally, Harmelech et al. (64) demonstrated that a
single, 30-min episode of cortical activation induced a lasting
restructuring of resting-state functional connectivity (both in-
creases and decreases) according to a Hebbian-like rule.
Together with our own data, the above findings suggest that task-

induced changes in functional connectivity observed with resting-
state BOLD fMRI may represent alterations in information transfer
between the regions. If so, this observation would extend the list of
processes implicated in the development and ongoing maintenance
of functional connectivity. Importantly, this observation would suggest
that changes in resting-state functional connectivity may be an in-
formative biomarker of synaptic plasticity. Our PET metabolism re-
sults provide supportive data for this hypothesis.

Metabolism. As described in the Introduction, several lines of evi-
dence indicate that AG likely plays an important role in brain de-
velopment and plasticity. This role is particularly dramatic in the
developing human brain (20). Even in the adult human brain, re-
gions high in AG exhibit gene expression typical of infancy [tran-
scriptional neotony (20)]. Neotony is consistent with lifelong processes
of synaptic proliferation and elimination (63, 74).
Our results are consistent with a link between plasticity and

AG. The observed increases in AG after motor adaptation may
reflect, in large part, the creation, elimination, and restructuring
of synaptic connections. As described in the Introduction, the
shunting of glucose away from oxidative phosphorylation pro-
vides molecular building blocks needed for synaptic plasticity.
Surprisingly however, the increase in AG observed here in BA44
is not driven only by increased glucose consumption, but also by
reduced oxygen consumption. Oxygen consumption is a direct
measure of brain energy consumption (37), and its reduction,
combined with the localized reduction in resting-state functional
connectivity between BA44 and V1, is indicative of decreased
synaptic activity in BA44 (75–77). The changes in glucose, oxy-
gen, and functional connectivity suggest that both LTP and LTD
may have occurred, with the net effect being an overall decrease
in the number of synapses (78, 79).
These findings also constrain the link between neural activity

and AG by showing that task-evoked AG (26, 34–36, 80) does
not automatically lead to increased AG after task performance.
Large areas in primary motor and visual cortex, for example (Fig. 2),

Fig. 7. Error-related activity changes during task performance. Mean error
during each fMRI frame was entered as a term in the GLM to identify regions
whose activity varied as a function of trajectory errors. (A) Motor-, vision-,
and attention-related regions showed increases in activity after errors; these
areas are very similar to those regions activated by simple task performance
(Fig. 2). (B) A hypothesis-driven test in BA44 shows a significant relationship
between error and BA44 activity (*P < 0.05).

Fig. 8. BA44 exhibits increased aerobic glycolysis
after motor adaptation. (A) Whole-brain PET analy-
ses identified a region in left BA44 where aerobic
glycolysis (AG) was increased in the ROT group but
not the CTRL group. (B) Post hoc regional analyses
indicate that AG is increased 10% relative to base-
line in the ROT group. The change in glycolysis is
driven by both an increase in glucose utilization
(CMRGlu) as well as a reduction in oxygen con-
sumption (CMRO2). Cerebral blood flow (CBF) shows
a nonsignificant trend toward reduction. Error bars represent SEM (***P < 0.001; **P < 0.01; *P < 0.05; and †P = 0.056). (C) Subjectwise correlation between
change in BA44 glycolytic index [a measure of tissue AG (21)] and motor adaptation rates. Subjects who adapted faster showed larger increases in glycolysis
(r = 0.80, P < 0.01 two-tailed). Given recent concerns about the robustness of correlations computed on small sample sizes (119), this r value should be
interpreted cautiously.
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were activated during the task in an error-dependent manner (Fig.
7), but did not show subsequent increases in AG. It was only in
BA44 that a sustained increase in AG was observed (Fig. S2).
Note that our calculation of AG is based on local-to-global ratios,
unlike Madsen et al. (26), who calculated whole-brain values.
Thus, we cannot exclude a whole-brain increase in AG. However,
we can exclude a simple task-activity/AG correspondence. This
regional specificity indicates that extended periods of increased AG
come about as a consequence of learning-induced changes in the
functional architecture of the brain, rather than changes in global
energy demands.
Notably, we observed no significant changes to metabolism in

the cerebellum. The cerebellum is closely associated with motor
performance and motor learning and is active during a variety of
motor learning tasks (for a review, see ref. 81). Portions of the
cerebellum exhibited increased fMRI BOLD signal during our
task (Fig. S3), but, in contrast to BA44, these increases did not
persist 2 h later during the PET scans. Such dissociations be-
tween immediate and hours-later responses to learning experi-
ences have been documented in other learning paradigms (e.g.,
ref. 55). One possibility is that synapses within the cerebellum
itself were not substantially remodeled. Instead, the cerebellum
may have contributed to motor adaptation by altering activity
rather than synaptic structure, or by influencing other brain re-
gions. Alternatively, changes to cerebellar metabolism may have
been too small in magnitude or too localized for our techniques
to detect. Unlike the cerebral cortex, practically no AG occurs in
the cerebellum at rest (21). The cerebellum also expresses rel-
atively few neotenous genes (63).
The cellular processes involved in synaptic elimination include

localized, mitochondrial-mediated apoptosis in dendritic spines
(82–84) that trigger immune functions mediated by the comple-
ment system (85, 86), which, in turn, initiate the removal of synaptic
detritus by microglia (87–91) and possibly even astrocytes (92).
Microglia have traditionally been thought of as the immune

cells of the brain, but a body of recent research suggests that
these cells may also play important roles in nonpathological
brain function, specifically the pruning and alteration of synapses
(90). Animal live-imaging studies have demonstrated that microglia
interact dynamically with synapses undergoing developmental
pruning (93, 94). Dendritic spines that were touched by microglia
tended to shrink or disappear. Fluorescent tagging of synaptic
components showed that these components were often phagocy-
tosed by microglia during plasticity (87). We suspect that these
events are occurring in BA44 after human motor adaptation.
We call attention to activated microglia as potential contrib-

utors to the localized increase in AG in BA44 in ROT subjects
because of the changes in metabolism likely associated with their
activation. As with immune cells elsewhere in the body (17, 18,
95), microglia can exist in a surveillant state as well as an acti-
vated state (19, 95). The activated state of microglia (19) as well
as other immune cells (95) is characterized by a metabolic shift
from oxidative phosphorylation to a greater reliance on AG
enabling proliferation as well as enhanced functionality. This
shift in metabolism toward a greater emphasis on AG might well
be occurring with support from astrocytes (96) that are well
known for their contributions to brain AG (for a recent com-
prehensive review, see ref. 97).
Further support for our hypothesis comes from our CTRL

group. They too exhibited learning-related changes after per-
formance of the unmanipulated version of the motor task. In
BA44, oxygen consumption increased, AG was reduced, and,
among those subjects with very low error rates, functional con-
nectivity with V1 increased. The magnitude of the latter two
findings correlated with subjects’ behavioral performance. From
a Hebbian perspective, these changes would be consistent with
LTP, not LTD. In this regard, it is of interest that LTP inhibits
LTD in rat hippocampal slices for at least an hour (98), an effect

mediated by the inhibition of GSK3β, a multifunctional enzyme
and signaling protein (99) first described as a facilitator of gly-
cogenolysis (100).
Proliferation and elimination of synapses exist in a dynamic

balance in the adult brain as reflected at the process level in LTP
and LTD (101) and at the genetic level in genes associated with
proliferation and elimination (63). Homeostasis is critical. We
see evidence of homeostasis in our results when comparing our
CTRL group with our ROT group. The fact that AG is actually
down-regulated in the CTRL group was initially puzzling but
might well be viewed as a shift in the balance between LTP and
LTD in which AG continuously plays a role in both biosynthesis
and synaptic pruning, processes mechanistically mediated by the
specific cell type by which the process is mediated (i.e., neurons
and various glial cell types).
So, how might it be determined experimentally whether acti-

vated microglia are, in fact, playing a role in our experiments?
Fortuitously, several PET tracers exist that are specific markers
for activated microglia. Active microglia abundantly express
the peripheral benzodiazepine receptor (PBR) (102), and 11C-
tagged PET tracers PK11195 and PBR28 bind to PBR. In-
creases in tracer binding have been observed in humans in a
wide variety of brain disease states involving inflammation, an
important factor in activating microglia and other cells of the
immune system, including Alzheimer’s, HIV, multiple sclerosis,
and stroke (102, 103). PBR imaging seems to be a robustly suc-
cessful method for observing microglial activity during pathology-
related inflammation. A logical test of our hypothesis would be to
use PK11195 or PBR28 to detect the presence of activated
microglia in BA44 after motor adaptation learning, an equally
important nonpathological role for microglia.

Conclusion
In response to failed predictions in a visual–motor transformation
task, the brain adaptively and selectively reorganizes itself. We
see evidence of synaptic plasticity through complementary
changes in AG and oxygen consumption, as well as the functional
consequences of this plasticity in altered task-evoked and resting-
state activity. We believe these changes are an example of the brain
managing interregional information transfer to optimize predictive
accuracy. These measures of metabolism and ongoing functional
organization, those changes elicited by both experimental demands
as well as ongoing activity, likely serve as measurable in vivo bio-
markers of neural plasticity. Performing such work in humans
speaks to the challenge of understanding neural plasticity at a more
holistic level. As Malenka and Bear (60) noted, “. . . it remains a
challenging task to demonstrate that an in vivo experience gener-
ates LTP or LTD at some specific set of synapses and that this
synaptic modification plays an important function role.”

Methods
Subjects. Forty-six healthy, right-handed neurologically normal participants
were recruited from theWashingtonUniversity community (24women;mean
age 24.4 y). Data from the PET experiments come from a subgroup of 18
subjects. These subjects were scanned using PET before and after performing
the motor adaptation task. We also obtained resting-state fMRI scans on
these subjects before and after task performance. They were not scanned
during task performance.

The remaining 28 subjects did not participate in PET scans. We scanned
these subjects using fMRI during task performance and also obtained resting-
state fMRI scans before and after task. All experiments were approved by the
Human Research Protection Office and Radioactive Drug Research Commit-
tee at Washington University in St. Louis. Informed consent was obtained
from all participants.

Motor Learning Task. The motor learning task was an out-and-back reaching
movement task (eTT) that was performed using anMRI-compatible stylus and
digitizing tablet (Mag Design and Engineering). This task has been used
extensively during functional imaging to studymotor adaptation (45, 104, 105).
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Subjects viewed a computer monitor that displayed a central fixation point
and eight surrounding circles. An on-screen cursor was controlled by the hand-
held stylus. Each trial began with one of the eight surrounding circles
changing from white to black. Subjects were instructed to move the cursor
from the central fixation point to the cued circle and back to the center as
quickly and accurately as possible. Trials occurred in rapid succession every
1,080 ms, in synchrony with the fMRI acquisitions (two trials per fMRI frame; see
fMRI Image Acquisition below). Each of the surrounding circles was cued in a
pseudorandom order. Stimulus blocks comprised 264 out-and-back movements.

Covert Motor Learning. Subjects were randomized into two groups: a covert
rotation learning group (ROT) and a control group (CTRL). While ROT subjects
performed the task, we gradually and covertly imposed a rotation on the
mapping between the stylus and the display screen. Rotation was imposed in
15° steps over the course of the session up to a maximum of 60°, as shown in
Fig. 2. Subjects generally were unaware of this rotation (45). CTRL subjects
performed the task with no rotation.

Accuracy on each trial was assessed by identifying the moment at which
the stylus was moving at peak speed and calculating the instantaneous
directional error (the angular difference between the stylus trajectory and a
straight line directly to the target). Trials in which the cursor did not
originate or return to the central circle, or in which peak-speed directional
error was greater than 60°, were not interpretable and were discarded
from further analyses. For each subject, an error rate was calculated by
averaging the absolute value of the directional error across all trials. For
the ROT subjects, an adaptation rate was calculated by using linear re-
gression to estimate the rate at which directional error was reduced over
the first 50 trials.

PET Image Acquisition. We obtained measures of CMRGlu, CMRO2, and CBF
before and after task performance. The pretask PET session was typically
conducted between 08:30 and 10:30. The subjects were then transported to
another laboratory where the covert motor learning task was administered
between 1130 and 1230. The posttask PET session commenced at ∼1400 and
was completed within 2 h.

Acquisition and processing techniques were similar to techniques de-
scribed in our previous work (21, 106). Before each PET session, an ante-
cubital i.v. catheter was placed in the arm for tracer injection and blood
sampling for glucose levels. Each PET session lasted approximately 3 h and
consisted of seven PET scans and two transmission scans. The first trans-
mission scan was acquired before any PET scans. Before the first PET scan,
subjects were asked to inhale 40–75 mCi of radioactive carbon monoxide.
Before the second PET scan, subjects were asked to inhale 40–75 mCi of
radioactive oxygen. Before the third PET scan, subjects were injected with
25–50 mCi of radioactive water. The fourth to sixth PET scans were repeti-
tions of the first to third scans. A second transmission scan was then ac-
quired. For the seventh PET scan, a measurement of cerebral metabolic rate
of glucose (CMRGlu) was initiated with an ∼20-s bolus i.v. injection of 5 mCi
of [18F]fluorodeoxyglucose (FDG), immediately followed by a concomitant
60-min dynamic scan. Dynamic acquisition of PET emission data continued
for 60 min with 25 5-s frames, 10 1-min frames, and nine 5-min frames.
Before the injection of FDG, a blood sample was withdrawn for measure-
ment of glucose. A second blood sample was withdrawn 30 min from the
start of the FDG scan. All scans were obtained in the resting state; subjects
were asked to lie quietly with their eyes closed. Investigators spoke to
subjects briefly between each scan and at 15-min intervals during the FDG
scan to ensure the subjects had not fallen asleep.

PET Analysis. Measures of brain metabolism were calculated from PET data
using well-characterized techniques (21). We did not compute absolute levels
of metabolism, but rather analyzed regional activity by calculating local-to-
global ratios. In each subject, voxel-wise CBF, CMRO2 and CMRGlu values
were scaled to a whole-brain mean of one. CBF was measured with a 40-s
emission image (derived from a 120-s dynamic scan) after rapid injection of
[15O]-water in saline (107, 108). CBV was measured with a 5-min emission scan
beginning 2 min after brief inhalation of [15O]-carbon monoxide in room air
(108, 109). CMRO2 was measured with a 40-s emission scan (derived from a 120-s
dynamic scan) after brief inhalation of [15O]-oxygen in room air (108, 110). FDG
uptake and trapping were used to image CMRGlu (34). Parametric images of net
FDG trapping were created by application of the Patlak graphical method (111,
112). Individual subject data were registered to Talairach atlas space using high-
resolution T1- and T2-weighted structural MRI scans.

fMRI Image Acquisition.MRI studies were performed on a Siemens 3T Allegra.
Imaging sessions began with acquisition of a three-orthogonal-slice scout,

followed by a coarse 3D T1-weighted magnetization-prepared rapid gradient
echo (MPRAGE) structural image [echo time (TE) 3.93 ms, repetition time (TR)
722 ms, inversion time (TI) 380ms, flip angle 8°, 128 × 28 acquisition matrix, 80
slices, 2 × 2 × 2-mm cubic voxels), used to position the field of view for sub-
sequent acquisitions. High-resolution structural images were acquired using a 3D
sagittal T1-weighted MPRAGE acquisition optimized for high contrast-to-noise
ratio and resolution (TE 3.93 ms, TR 1,900 ms, 256 × 256 acquisition matrix, 160
slices, 1 × 1 × 1-mm cubic voxels). High-resolution 2D multislice oblique axial spin-
density/T2-weighted turbo spin echo (TSE) structural images (TE 98ms, TR 2,100ms)
were also acquired and subsequently used during atlas transformation of the fMRI
data. Functional images were collected using an echo-planar sequence sensitive to
BOLD contrast (TE 25 ms, TR 2,160 ms, 256 × 256 acquisition matrix, 39 slices,
4 × 4 × 4-mm cubic voxels), acquired parallel to the anterior–posterior
commissure plane.

Task fMRI Analysis. fMRI data were preprocessed and transformed to Talairach
atlas space using previously described techniques (113). Task-related activity was
estimated using a general linear model (GLM) to estimate hemodynamic re-
sponses to task blocks. Pretraining, training, and posttraining blocks were each
modeled separately. Two ANOVA analyses were performed. First, the ROT and
CTRL groups were pooled, and a main effect of time analysis was performed to
identify voxels in which the task structure significantly accounted for signal
variance (i.e., task-evoked responses). A second ANOVA contrasted pre- vs.
posttraining in the ROT vs. CTRL groups (time × pre/post × ROT/CTRL interaction).
F-statistic maps were converted to equiprobable Z-scores and corrected for
multiple comparisons by identifying contiguous clusters of voxels satisfying
predefined threshold-extent criteria (Z > 3.0, cluster size > 17, P < 0.01).

Resting-State fMRI Analysis. Eyes-closed resting-state scans were acquired in
all subjects before and after task performance. Two 194-frame (7-min) runs
were obtained in each condition, yielding a total of 28 min of resting-state
data. Preprocessing was performed as described previously (114). Functional
connectivity-specific preprocessing included low-pass temporal filtering
(one-half frequency = 0.1 Hz), spatial blurring (Gaussian kernel, 6-mm full-
width half-max in each direction), and removal by regression of nuisance
signals extracted from bilateral regions in white matter (cingulum; centered
at ±32, −20, 30) and the lateral ventricles (±6, −10, 20), plus rigid-body
parameters derived from retrospective head movement correction. The
mean signal averaged over the whole brain was also included as a regressor
of no interest [global signal regression (GSR)]. Thus, each correlation map
was approximately zero-centered (114). Frames contaminated by excessive
head motion were identified and excluded from functional connectivity
analysis (>3 SD frame-to-frame whole-brain signal change) (115). No subjects
were entirely excluded due to excessive movement. Pearson correlations
were Fisher z-transformed [generating z(r) values] before subsequent analyses.

Resting-state functional connectivity measurements with fMRI are ex-
quisitely sensitive to head motion (115, 116). We note that head motion was
slightly greater during later scans, as is typical in relatively long fMRI ses-
sions. Although considerable care was taken to minimize the impact of head
motion on our functional connectivity measurements (116), residual motion-
induced artifacts may have been present. However, head motion was com-
parable in the CTRL and ROT groups. Therefore, this factor is unlikely to
account for the differential effects of imposed rotation.

Differences between pre- and posttraining resting-state functional con-
nectivity were assessed in two ways. First, an exploratory analysis was per-
formed on the ROT group data, to probewhether training-related alterations
in AG were also reflected in resting-state BOLD time series. The region of
BA44 showing increased AG was used as a seed. Correlation maps were
computed using standard techniques, and voxel-wise paired t tests were
applied to the pre- vs. posttraining contrast. Multiple comparison correction
was performed through value- and extent-thresholding, determined by
Monte Carlo permutation simulation (Z > 4.0, cluster size > 10) (117). In brief,
simulations were run in which some randomly selected subjects’ pre- and post-
training correlation maps were switched before the t test was performed. In
these simulated results, we tested whether any clusters existed that exceeded
the specified Z-score and size thresholds. This simulation was repeated 10,000
times, and the fraction of simulations containing above-threshold clusters cor-
responded to the P value of the specified thresholds.

This exploratory analysis identified a region in left V1 whose functional
connectivity with BA44was reduced after task performance in the ROT group.
In a post hoc analysis, we calculated BA44:V1 correlation values for each
subject in both the ROT and CTRL groups, and determined (by paired t test)
whether this effect was also present in the CTRL group, as well as whether
the effect differed between groups (mixed-effects interaction).
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Second, we assessed the effect of task performance on functional con-
nectivity between regions recruited by the task. These regions were defined by
identifying peak values in the main effect of time ANOVA described above.
Peak loci closer than 20-mm Euclidean distance were consolidated into a single
locus at the cluster center of mass. Regions were created as 6-mm-radius
spheres, drawn about the center of these peaks, excluding voxels with Z values
below 6.0. This procedure identified a set of 11 regions, comprising visual,
motor, and attention-related areas (Fig. 5C). An 11 × 11 cross-correlation
matrix was calculated for this set of regions, separately for each individual’s
pre- and posttraining resting scans. Training effects were assessed by com-
puting a paired t test between each set of regions. Bonferroni multiple-
comparison correction was applied (final threshold = P < 0.0009).

Error-Related Changes in Functional Connectivity. Subjects varied considerably
in their task accuracy. We tested whether this accuracy might be related to
observed training-induced changes in BA44:V1 functional connectivity. We
calculated each subject’s error rate as the mean absolute value of angular
error (Motor Learning Task) during the training runs. We tested whether
error rates were correlated with each subject’s change in BA44:V1 functional
connectivity (pretraining r value minus posttraining r value). These correla-
tions were tested separately for the ROT and CTRL groups, as well as a pool
containing all subjects. Statistical significance was assessed using a standard
r-to-P transformation.

Error-Related Activity.We examined fMRI activity during task performance to
test for reliable activity changes related to movement accuracy on a trial-by-
trial basis. To this end, we included an additional error-related regressor in
the GLM. This regressor consisted of the mean absolute directional error for
each frame, shifted by two frames to account for hemodynamic delay. The
GLM was recalculated with this component, and error-activity maps were

generated for each subject. These maps, pooled across ROT and CTRL groups,
were entered into a random-effects model to calculate a group Z-statistic
map. This map was value- and extent-thresholded to a corrected P value of
0.05 (Z > 3.0, cluster size > 200).

Diffusion Tensor Imaging Tracking. DTI scans from a normal control group
obtained for a different study (44) were reanalyzed (n = 30). The DTI data
were obtained on a Trio 3T scanner (Siemens) with 63 measurement direc-
tions, 2-mm cubic voxels, and b values of 1,000 s/mm2. DTI and tracking
computations were performed using FSL diffusion toolbox (47). Each indi-
vidual’s DTI dataset was motion-corrected using a 9-parameter affine reg-
istration (FLIRT), aligned, and averaged, and then a brain mask (BET) was
computed. Diffusion parameters were computed, and tracking was per-
formed using FDT (118).

To map out the track of interest, both the start point region of interest (ROI)
(occipital lobe, visual cortex) and end point ROI (BA44) were mapped into each
individual’s native space, and probabilistic tractography was performed sepa-
rately for each subject. Each connectivity map was then thresholded to remove
extraneous pathways and then converted into a binary mask representing the
tract volume for that subject. These tract volumes were then transformed back
to atlas space and averaged across all subjects to create an average anatomic
atlas representation of the tract of interest presented in Fig. 6.
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